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The aim of our research: to test the hypothesis about the sensitivity of LLMs to linguistic markers of emotions in Russian 

contexts and the hypothesis on applicability of these markers in profiling Emotional AI users. 

Our study includes:

 sets of experiments in order to verify psycholinguistic models of emotions (J. Russell’s circumplex model of affect, R. 

Plutchik’s wheel of emotions), 

 development of synthetic personas differing in emotional states and socio-demographic features, 

 experiments with LLM using personified emotion-aware prompts, 

 evaluation of LLM assessments consistency,

 ANOVA procedures and verification of hypotheses on the differences in the reactions of various synthetic personas to the same 

emotional stimuli.

Experiment 1.

 Aim: verification of the hypothesis that LLM and humans generally differ in recognition of emotional meanings of lexical 

items out of context. We compiled a dataset which included Russian nouns denoting emotions as target words, cf. Table 1. 

Lexical items selection was based on semantic tagging of contexts in the Russian National Corpus (RNC, https://ruscorpora.ru). 

The search query included t:psych:emot tag which provided context samples for 106 names of emotions with frequency over 1 

ipm.

 We chose J. Russell’s two-dimensional circumplex model of emotion as it allows to oppose lexical meanings of emotional 

nouns using two distinct features, valence and arousal. 

 We analysed the assessments of emotional meanings obtained from native speakers of Russian and LLM YandexGPT Pro 5 

(https://ya.ru/ai/gp). Human assessors and LLM were asked to rate the meanings of each stimulus from the list of frequent 

names of emotions on two scales of valence and arousal in the integer interval from 1 to 10, cf. Fig 1 and Table 2. The obtained 

results lead us to the conclusion that LLM and humans structure emotions differently as regards valence & arousal scale. 

Experiment 2.

 Aim: verification of the hypothesis that LLM is sensitive to instructions containing personified information on the emotional state 

and socio-demographic features of the speakers represented as synthetic personas. 

 We restricted the dataset from Experiment 1 to 32 nouns included in R. Plutchik’s wheel of emotions.

 We expanded the dataset by adding collocations for names of emotions from RNC sketches (https://ruscorpora.ru/page/tool-word). 

Collocations provide relevant information on co-occurrence of lexical items in question. RNC sketches use morphosyntactic

annotation in collocation analysis.

 For each noun denoting emotions we extracted top-30 collocates (10 adjectives, 10 verbs and 10 nouns) as minimal contexts 

transmitted to LLM within prompts, cf. example in Table 3. 

 We reproduced interaction of humans differing in socio-demographic features and emotional states represented as synthetic 

personas. YandexGPT-5-Pro was chosen as the language model. Interaction with LLM was performed on behalf of four synthetic 

personas differing in age and gender (child – adult, male – female). 

Experiment 2a. Zero-shot mode. 

 In Experiment 2a for each persona we developed a series of role-based associative prompts corresponding to the target set of 

emotions: «Представь, что ты Х. Приведи 10 прилагательных, ассоциирующихся со словом Y» / «Imagine you are X. Provide 

10 adjectives associated with the word Y», where X = {ребенок (child), взрослый (adult), мужчина (male), женщина (female)} 

and Y = {names of emotions from R. Plutchik’s wheel}. A total of 128 responses were obtained for the formed zero-shot queries 

containing a role projection of lexical associations with the names of emotions. Table 4 contains examples of LLM associations to 

the stimulus восхищение (admiration) for the personas child, adult, male and female respectively.

Experiment 2b. Few-shot mode. 

In experiment 2b for each persona we enriched the prompts, adding «Представь, что ты Х и испытываешь эмоцию Y, которая характеризует-

ся следующими контекстными маркерами Z. Назови эту эмоцию.» / «Imagine that you are X and you are experiencing emotion Y, which is 

characterized by the following contextual markers Z. Name this emotion.», where X = {ребенок (child), взрослый (adult), мужчина (male), 

женщина (female)}, Y = {names of emotions from R. Plutchik’s wheel} and Z = {top-30 context markers from RNC sketches}. In response 

LLM generated 128 explanations of emotional scenarios. Table 5 contains examples of LLM-generated coherent texts corresponding to 

восхищение (admiration) for persona ребенок (child), cf.. Each text generated by LLM contains persona description, physical state associated 

with the given emotion, factors causing the emotion, recommendations for experiencing emotions, etc.

We assessed semantic similarity of LLM reactions to various prompts in Experiments 2a and 2b. Responses produced by LLM for each of the 4 

personas and for each of the 32 emotion names were vectorized and represented as embeddings by means of Sentence-Transformers and a pre-

trained multilingual transformer-based model ru-en-RoSBERTa. Cosine similarity was used as a similarity measure taking values in the range of 

[0, 1], provided that all vectors are normalized and have non-negative components. 

Pairwise comparison of the LLM responses provided 4032 cosine values in each of 

Experiments 2a and 2b. We calculated the mean values (M) and standard deviations (SD) of 

cosine similarity between the lists of associates displayed by the LLM and between coherent 

texts generated by the. The highest similarity value is observed within the group ребенок

(child) (M = 0.653, SD = 0.098) and мужчина (man) (M = 0.621, SD = 0.086), however, for 

coherent texts generated by LLM results are slightly different: the highest similarity value is 

observed within the group взрослый (adult) (M = 0.675, SD = 0.059) and женщина (woman) 

(M = 0.695, SD = 0.056). High similarity values may indicate a more homogeneous and 

stable semantic structure of associative or textual LLM responses, that gives in perception of 

emotions. 

ANOVA Procedure. In order to determine statistical significance of the differences in cosine similarity mean values in association groups, we 

put forward a set of hypotheses which were verified by means of ANOVA. In Experiment 2a we used association lists generated by LLM to 

nouns denoting emotions, in Experiment 2b we considered coherent texts generated by LLM as the dependent variable. The cosine similarity 

values based on embeddings obtained with ru-en-RoSBERTa model were treated as derived dependent variables.

The independent variables were represented as binary features: 

 Is_diff_emotion (0/1) – difference in the emotion value; 

 Is_diff_gender (0/1) – difference among personas by gender; 

 Is_diff_age_group (0/1) – difference among personas by age 

group.

 Three hypotheses were formulated and tested: 

 H1. Association lists generated by LLM have statistically 

significant differences in the emotion value. 

 H2. Gender of personas influence cosine similarity values for 

associations.

 H3. Age of personas influence cosine similarity values for 

associations.

Results, cf. Table 6.

H1 was confirmed both for association lists and coherent texts. ANOVA 

showed high statistical significance of Is_diff_emotion influence on the cosine 

similarity values: F1,4030 = 503.23, p < 0.001: associations generated by LLM 

in response to different emotions differ in semantic similarity compared to 

associations related to the same emotion. 

H2 was not confirmed for association lists and confirmed for coherent texts: 

Is_diff_gender, F1,2014 = 0.96, p = 0.328 indicates no statistically significant 

influence on association cosine similarity. At the same time, F1,2014 = 165.59, 

p < 0.001 for coherent texts generated by LLM reveals high statistical 

significance. 

H3 was partially confirmed for association lists and confirmed for coherent 

texts: Is_diff_age_group, F1, 2014 = 6.44, p = 0.011 shows moderate statistically 

significant effect for association lists, while F1,2014 = 101.16, p < 0.001 for 

coherent texts generated by LLM reveals high statistical significance. 

Conclusion: our findings demonstrate that semantic diversity of associations is determined primarily by differences in the emotional 

context and, to a lesser extent, by the age characteristics of personas, while gender does not have a significant effect.

GitHub Repository:

https://github.com/polly-yu/llm_ emotion

Table 6. ANOVA results for the considered factors.
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